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#  فصل دوم

#  ادبيات موضوع تحقيق

## **2-1- مقدمه**

## روانشناسان بر اين عقيده هستند كه هر فردي ذاتاً قابليت مقايسه دو گزينه و يا رتبه بندي گزينه ها را بطور هم زمان نسبت به يك ايده­ال ذهني دارا مي باشد. مقايسه يك نتيجه بر اساس يك معيار نسبت به نتايج ممكن ديگر و يا با نگاه كردن به يك ايده­ال شناخته شده واقعي و يا ذهني يعني توصيفي و يا دستوري صورت مي گيرد . از آنجائي كه ذهن نيازمند به تجربه براي خلق ايده­الهاست، مقايسات بايستي مقدم بر رتبه بندي باشد. چرا كه ايده­ال­ها تنها از طريق تجربه ايجاد مي شوند. بنابراين انجام مقايسات اساسي و ذاتي است، بعلاوه رتبه بندي گزينه ها با توجه به يك ايده­ال نيازمند ايجاد شدت يا سطوحي براي بيان نزديكي هر گزينه به ايده­ال مي باشد.

## در رتبه بندي گزينه ها نسبت به يك ايده ال، هر گزينه با توجه به تخصيص مقداري كمي به هر معيار ارزيابي مي گردد. در اين حالت گزينه هاي ديگر، چه مرتبط و چه غير مرتبط در تصميم گيري، تاثيري در رتبه بندي آنها نخواهند داشت. اين نوع رتبه بندي گزينه ها نسبت به يك ايده­ال (بعنوان يك نقطه مرجع) را اندازه گيري مطلق مي ناميم.

## بر خلاف رتبه بندي گزينه ها نسبت به يك ايده­ال، مقايسه گزينه ها نيازمند مقايسه مستقيم و يا غير مستقيم هر گزينه با گزينه هاي ديگر است. در اين حالت يك گزينه كه روي يك ويژگي ضعيف است، وقتي كه با گزينه هاي ضعيف تر روي آن ويژگي مقايسه مي شود مي تواند داراي اولويت نسبتاً بالائي باشد ولي در مقايسه با ويژگي هاي ديگر هر چند كه به طور ايده­ال خوب است ولي مي تواند داراي اولويت پائين تري باشد. به اين ترتيب رتبه نهائي هر گزينه بستگي به كيفيت گزينه­هائي دارد كه با آنها مقايسه مي شود. در مقايسه گزينه­ها، معروف به اندازه گيري نسبي، اولويت هر گزينه نه تنها متاثر از تعداد گزينه­ها است بلكه بستگي به تعداد گزينه­هاي مشابه نيز دارد.

روش­هاي تصميم­گيري چند معياره به دو دسته تقسيم مي­شوند. مدل­هاي تصميم­گيري چند هدفه ((MODM كه در آن اولويت­ بندي بر اساس اندازه­گيري مطلق با توجه به گزينه ايده­ال صورت گيرد، و مدل­هاي تصميم­گيري چند شاخصه MADM كه گزينه ها نسبت به يكديگر و بر اساس اندازه­گيري نسبي اولويت بندي مي­شوند. درمجموعه حاضر با توجه به اينكه محتواي پايان نامه همانطور که در قسمت (2-7) توضيح داده خواهد شد مرتبط با مدل­هاي تصميم­گيري چند شاخصه MADM است به ذكر انواع مدلهاي MODM اكتفا نموده و درخصوص مدلهاي MADM توضيح داده خواهد شد. تصميم گيري چند هدفه شامل برنامه ريزي هدف، روش مطلوبيت چندگانه و روش تحليل پوششي داده ها است. در بخش تصميم گيري چند شاخصه روش مجموع ساده وزين، روش TOPSIS و در انتها روش AHP يا فرايند تحليل سلسله مراتبي به عنوان موضوع اصلي اين پايان نامه به اختصار توضيح داده مي شوند.

## **2-2- انواع حالتهاي تصميم گيري**

گرچه دسته بندي تصميم‌گيريها اصولاً كار ساده‏اي نيست ولي بطور كلي مي توان انواع تصميم گيري را با توجه به فضاي تصميم گيري، به تصميم گيري در فضاي پيوسته و يا تصميم گيري در فضاي گسسته دسته بندي كرد. از نگاه ديگر تصميم گيري مي تواند تك معياره و يا چند معياره باشد. همچنين اين معيارها مي تواند از نوع كمي و يا كيفي و يا تلفيقي از دو نوع باشند كه روش تصميم گيري در هر يك از اين حالتها متفاوت است.

در نمودار زير انواع تصميم گيري نشان داده شده است .

* معيار کمي
* معيار کيفي
* معيار کمي
* معيار کيفي
* معيار کمي-کيفي

*چند معياره*

**فضاي پيوسته**

**فضاي گسسته**

**تصميم گيري**

*تک معياره*

*چند معياره*

*تک معياره*

* معيار کمي
* معيار کيفي
* معيار کمي
* معيار کيفي
* معيار کمي-کيفي

شكل 2-1- نمايش حالات مختلف تصميم گيري ، طرح تحقيقاتي فرايند تحليل سلسله مراتبي و كاربردهاي آن در تصميم گيري(جهاد دانشگاهي صنعتي شريف)، مرتضي رحماني، مصطفي زمانيان.

 بديهي است وقتي معيارها از جنس كمي هستند. سنجش و مقايسه آنها نسبتاً ساده است ولي در خصوص معيارهاي كيفي، مسئله كمي مشكل‌تر است. زيرا ابتدا بايد استانداردي براي سنجش معيارها در نظر گرفته شود و علاوه بر آن معيارها به يكديگر تبديل شوند تا سنجش و مقايسه آنها امكان پذير گردد.

براي رفع اين مشكلات و حداقل نمودن خطاهاي تصميم‌گيري‌ها در اين شرايط، روشهاي تصميم گيري با معيارهاي چندگانه[[1]](#footnote-1) (MCDM) طراحي شده‏اند كه هر يك از قوانين و اصول خاصي پيروي مي كنند. فورمن[[2]](#footnote-2) معتقد است كه يك سيستم پشتيباني تصميم گيري چند معياره[[3]](#footnote-3) (MCDMSS) بايد داراي خصوصيات زير باشد:

1 ـ امكان فرموله كردن مسأله و تجديد نظر در آن را بدهد .

2 ـ گزينه‏هاي مختلف را در نظر بگيرد.

3 ـ‌ معيارهاي مختلف را ( كه معمولاً در تضاد با هم هستند ) در نظر بگيرد.

4 ـ معيارهاي كمي و كيفي را در تصميم‌گيري دخالت دهد.

5 ـ نظرات افراد مختلف را در مورد گزينه‏ها و معيارها لحاظ كند.

6 ـ امكان تلفيق قضاوتها را براي محاسبه نرخ نهايي داشته باشد.

7 ـ بر مبناي يك نظريه علمي قوي استوار باشد.

# 2-3- رويكرد كمي در تصميم گيري

بطور كلي مي توان مدلهاي تصميم‌گيري چند معياره را به دو گروه اصلي مدلهاي تصميم‌گيري چند شاخصه[[4]](#footnote-4) و مدلهاي تصميم‌گيري چند هدفه[[5]](#footnote-5) تقسيم‎‏بندي نمود، كه در هر يك از اين دو گروه فوق امكان حضور متغيرهايي از نوع فازي[[6]](#footnote-6) و قطعي[[7]](#footnote-7) وجود دارد .

# 2-3-1- روشهاي تصميم گيري چند هدفه (MODM)

در اين دسته چندين هدف بطور همزمان جهت بهينه شدن مورد توجه قرار مي گيرند. هر چند كه مقياس سنجش براي هر هدف ممكن است با مقياس سنجش براي بقيه اهداف متفاوت باشد. براي مثال يك هدف مي تواند حداكثر سازي شود بر حسب واحد پول و هدف ديگر حداقل سازي ساعات نيروي كار بر حسب ساعت باشد. اين اهداف حتي ممكن است متضاد هم باشند، مانند هدف افزايش رضايت كاركنان همراه با هدف حداقل سازي حقوق و دستمزد، كه متضاد هم مي باشند.

1 - برنامه‌ريزي هدف (Goal Planning)

2- تئوري مطلوبيت ويژگيهاي چندگانه (MAUT)

3-تحليل پوششي داده‌ها (Data Envelopment Analysis)

# 2-3-2- مدلهاي تصميم‌گيري چند شاخصه:

اين مدلها عموماً مدلهاي انتخابي هستند و تصميم‌گيران را در اخذ تصميماتي كه منجر به انتخاب يك گزينه از بين چند گزينه مي‌شود، ياري مي‌كنند و در اين راه، بر معيارهاي تصميم‌گيري در تعيين ارزش هر گزينه تكيه دارند. يكي از موضوعات مهم در حين استفاده از مدلهاي چند شاخصه، مسأله انتخاب مدل مناسب چند شاخصه جهت حل مشكل مورد نظر است.

در انتخاب مدل چند شاخصه مي‌بايست به نكاتي همچون نوع اطلاعات موجود درخصوص موضوع مسئله و ميزان خبرگي تصميم‌گيرندگان در استفاده از مدل رياضي مورد استفاده دقت نمود. در اينجا به چند روش از اين گروه اشاره مي شود:

**2-4- روش مجموع ساده وزين (SAW)**

قديمي ترين روش در روشهاي تصميم گيري چند شاخصه روش مجموعه ساده وزين مي باشد در اين روش با فرض مشخص بودن بردار اهميت شاخصها يعني W به شكل زير عمل مي كنيم :

## 1 \_ ابتدا ماتريس D را بي مقياس مي كنيم .

## 2 \_ بردار وزني W را مشخص مي كنيم.

## 3-

## 4-  بهترين گزينه

## **نكته :** در اين روش همه ويژگيها بايستي داراي تاثير مثبت و يا منفي باشند. در صورت داشتن تاثير منفي مي­تواند از تبديل زير استفاده كرد.

##

# 2-5- روش Topsis

|  |  |
| --- | --- |
|  |  |
|  |  |

##  اين روش در سال 1981 توسط هوانگ ويون ارائه گرديد. در ارزيابي m گزينه توسطn شاخص، گزينه انتخابي بايستي کمترين فاصله را با راه حل ايده ال مثبت ( بهترين حالت ممکن  ) و بيشترين فاصله را با راه حل ايده ال منفي ( بدترين حالت ممکن  ) داشته باشد.

#  مراحل Topsis

##  1 \_ ماتريس به کمک فرم اقليدسي بي مقياس مي شود.



2 \_  اهميت نسبي شاخص­ها براي تصميم گيرنده در ماتريس D ضرب شود .



3 \_ راه حل ايده­ال مثبت  و راه حل ايده­ال منفي  مشخص مي­گردد:



4 \_ براي هر گزينه فاصله شاخصها از ايده ال مثبت و فاصله شاخصها از ايده ال منفي محاسبه مي گردد.





5 \_ نزديكي نسبي  به راه حل ايده ال به صورت زير محاسبه مي گردد:



هر گزينه  به راه حل ايده ال نزديكتر باشد مقدار آن به يك نزديكتر خواهد بود.

**2-6- فرآيند تحليل سلسله مراتبي [[8]](#footnote-8)AHP**

 در اين روش كه توسط ساعتي**[[9]](#footnote-9)** ابداع و توسعه يافتبراي اولويت بندي گزينه هاي تصميم گيري، از مقايسه هاي زوجي پيوسته يا گسسته در ساختار سلسله مراتبي چند سطحي استفاده مي‌شود. اين مقايسات مي‌تواند از طريق اندازه‏گيري واقعي و يا از مقايسه اساسي كه منعكس كننده ارجحيت يا قوت نسبي است، صورت گيرد. اين روش كاربردهاي گسترد‏ه‌‏اي در تصميم‌گيري چندمعياره، طراحي، تخصيص منابع و تجزيه‏هاي پيچيده دارد. در واقع مي‌توان گفت، فرآيند سيستماتيكي است براي نمايش اجزاء يك مسئله كه با شكست مسئله به اجزاء كوچكتر و مقايسات زوجي، اولويت بندي را در هر سلسله مراتبي انجام مي‌دهد. روشي است كه اهداف و ادراکات فرد را در يك تحليل كلي از مسئله جمع‌بندي مي‌كند. در اين روش لازم نيست قضاوتها از ابتدا سازگار باشند، زيرا در انتهاي فرآيند درجه سازگاري قابل محاسبه مي‌باشد.

روش AHP اين امكان را فراهم مي‌سازد تا عناصر تشكيل دهنده مسئله، چه عامل و چه معلول، در يك مدل جمع شوند. علاوه بر اين در دسترس بودن نرم افزار Expert Choice و سادگي كار با آن باعث محبوبيت اين تكنيك شده است.

يكي ديگر از قوتهاي روشAHP امكان اندازه‏گيري ناسازگاري آن بعنوان معياري براي سنجش ميزان درستي قضاوت‏ها بويژه در حالت گروهي مي‌باشد. از طرفي در كاربرد AHP بيشتر اتكاء بر روي تجربه و قضاوت مي‌باشد و مقايسات زوجي مي‌تواند هر عاملي را به عنوان نقطه شروع قضاوت انتخاب كند.

فرآيند تحليل سلسله مراتبي[[10]](#footnote-10) اولين بار توسط توماس.ال.ساعتي در مدرسه بازرگاني وارتون[[11]](#footnote-11) ارائه شد. اين متدولوژي به تصميم‌گيرندگان اجازه مي‌داد تا يك مسئله پيچيده را در قالب يك ساختار سلسله مراتبي متكي بر روابط بين هدف، معيارها، زير معيارها و گزينه‏ها، ‌مدل سازي كنند.

فرآيند تحليل سلسله مراتبي نه تنها براي تصميم‌گيرندگان اين امكان را فراهم مي كند تا قضاوتهاي پيچيده خود را ساختاربندي نمايند، بلكه به آنها اجازه مي‌دهد تا ملاحظات ذهني و عيني را با هم تركيب كرده و در فرآيند تصميم‌گيري لحاظ نمايند. فرآيند تحليل سلسله مراتبي در واقع تركيبي از مفاهيم و تكنيك‌هاي موجود از قبيل ساختاربندي سلسله مراتبي، مقايسات زوجي، روش بردارهاي ويژه براي بدست آوردن وزنها و رعايت سازگاري سيستم است.

توانمندي فرآيند تحليل سلسله مراتبي در بهبود ارزيابي و تقويت قدرت انتخاب در تصميم‌گيري شناخته شده است. اما مطلوبيت اين تكنيك در برخورد با هر مسئله تصميم‌گيري كه در آن با ارزيابي و سنجش سرو كار داريم، از جنبه‏هاي پراهميت ديگر اين تكنيك است.

در فرآيند ارزيابي گزينه‏هاي ممكن براي يك تصميم، معمولاً پيش مي‌آيد كه نتايج يك يا چند گزينه، ‌نامعين هستند. تحليل سلسله مراتبي مي‌تواند براي اندازه‏گيري اثر مربوط به عامل هاي متعدد تأثيرگذار بر نتايج ممكن، مورد استفاده قرارگيرد كه اين كار با بدست آوردن توزيع احتمالات مربوط به نتايج انجام مي‌شود. سپس اين تخمين‌ها در ارزيابي گزينه‏ها مورد استفاده قرار مي‌گيرند.

 با استفاده از فرآيند مقايسات زوجي در فرآيند تحليل سلسله مراتبي، وزنها و ارجحيت‏ها با استفاده از مجموعه‏اي از قضاوتها بدست مي‌آيد. اين وزنها با استفاده از شمارش محاسبه نمي‌شوند بلكه بصورت نسبي اندازه‏گيري مي گردند. علاوه بر اين، ارجحيت‌‏هايي كه بصورت خودكار از قضاوتها بدست مي‌آيند، حالتهاي غير خطي لازم را نيز در ابزار اندازه‏گيري مورد توجه قرار مي‌دهند.

**2-6-1- ناسازگاري در تحليل سلسله مراتبي**

تكنيك AHP براي محاسبه وزنهاي نهايي گزينه‏ها، نياز به سازگاري كامل بين قضاوتها ندارد، بلكه ابزاري را براي اندازه گيري ميزان ناسازگاري هر دسته از قضاوتها فراهم مي‌كند. اصولاً اطمينان از سازگاري پيش نياز تفكر و تصميم‌گيري است. اين در حالي است كه مسايل دنياي واقعي عموماً از سازگاري كامل و بي عيب و نقصي برخوردار نيستند. در ذيل به عمده‏ترين دلايلي كه موجب ايجاد ناسازگاري در سيستم مي‌شوند و نيز راههاي كاهش اين خط‏ها اشاره مي‌گردد.

**1ـ ‌خطاي ناشي از ورود اشتباه اطلاعات و داده‏ها**

 يكي از رايج‌ترين خطاهايي كه ممكن است اتفاق بيافتد، خطاي ناشي از ورود اشتباه داده‏ها در تيم است. با استفاده از نرم‌افزار Expert Choice مي‌توان تا حدي زيادي اين خطا را كاهش داد.

**2ـ فقدان اطلاعات**

فقدان اطلاعات كافي در مورد فاكتورهايي كه قرار است با هم مقايسه شوند، باعث ايجاد خطاي زيادي در نتايج حاصله خواهد شد. بسياري از اوقات بي‌توجهي و كم‌كاري در مرحله جمع آوري اطلاعات، نتايج تصميم‌گيري را به شدت تحت تأثير قرار مي‌دهد. لذا هرچه دقت در جمع آوري اطلاعات مورد نياز بيشتر باشد، خطاي نهايي تصميم‌گيري كاهش خواهد يافت.

**3ـ بي دقتي و عدم تمركز**

 يكي از دلايل ديگري كه مي‌تواند باعث بالا رفتن خطاي تصميم‌گيري شود، بي‌دقتي و عدم تمركز در طي فرايند قضاوت است. اين امر عمدتاً به دليل خستگي و بي‌رغبتي افرادي كه در فرآيند تصميم سازي دخيل هستند، رخ مي‌دهد.

**4ـ خطاي ناشي از مدل سازي مسايل طبيعي**

 مدل سازي مسايل دنياي طبيعي هميشه همراه با خطا است. اين خطا معمولاً هنگامي رخ مي‌دهد كه ما قصد داريم مسايل غير خطي طبيعي را با فرض خطي بودن آنها و يا حداكثر تقريب آن با يكي از مدلهاي غيرخطي شناخته شده حل كنيم.

لذا اينگونه تبديلات معمولاً خطايي را در نتايج حاصله ايجاد مي‌كنند كه مي‌توان با دقت در هنگام مدل سازي مسئله آن را كاهش داد.

**5ـ ساختار مدل نامناسب وغير كافي**

 يك مدل ايده‏ال مدلي است كه بتواند يك تصميم پيچيده را طوري در قالب يك روش سلسله مراتبي ساختاربندي كند كه عوامل در هر سطح قابل مقايسه باشند. در مجموع پيشنهاد مي‌شود كه اگر نرخ ناسازگاري كمتر از 1/0 باشد، نتايج بدست آمده قابل قبول است، در غير اين صورت قضاوتها بايد مورد تجديد نظر واقع شوند.

**2-6-2- كاهش ناسازگاري بعنوان شرط لازم نه كافي**

 اگر چه كاهش نرخ ناسازگاري در فرآيند تحليل سلسله مراتبي بسيار مهم و ضروري است، ولي بايد توجه داشت كه هدف فرآيند كاهش نرخ ناسازگاري نيست بلكه رسيدن به نتايج صحيح و واقعي است. لذا بايد توجه داشت كه صحت نتايج نبايد فداي سازگاري تصميم‌گيري شود.

يكي از مشكلات اساسي كه عموماً در راه تصميم‌گيريها وجود دارد، نبود يك سازمان اطلاعاتي دقيق و تفكيك شده براي ارائه اطلاعات مناسب در خصوص معيارها وپارامترهاي تصميم‏گيريهاست. يكي از مزاياي تصميم‌گيري به كمك فرآيند تحليل سلسله مراتبي اين است كه مي‌توان نبود يك سري از اطلاعات مورد نياز را با استفاده از جدولهاي مقايسات زوجي كه توسط افراد كارشناس و با تجربه تكميل مي‌شود، جبران نموده و به اين ترتيب پارامترهاي كيفي را نيز در مقايسه پارامترهاي كمي وارد محاسبه نمود.

فرآيند تحليل سلسله مراتبي يكي از جامع ترين سيستمهاي طراحي شده براي تصميم گيري با معيارهاي چند گانه است. زيرا اين تكنيك، امكان فرموله كردن مسأله را بصورت سلسله مراتبي فراهم مي‌كند و همچنين امكان در نظر گرفتن معيارهاي مختلف كمي و كيفي را در مسأله دارد. اين فرآيندگزينه‏هاي مختلف را در تصميم‌گيري دخالت داده و امكان تحليل حساسيت روي معيارها و زير معيارها را دارد. علاوه بر اين مبنا بر مقايسه زوجي بنا نهاده شده كه قضاوت و محاسبات را تسهيل مي نمايد. همچنين ميزان سازگاري و ناسازگاري تصميم را نشان مي‌دهد كه از مزاياي ممتاز اين تكنيك در تصميم‌گيري چند معياره مي باشد.

**2-6-3- اصول فرايند تحليل سلسله مراتبي**

ساعتي اصول زير را به عنوان اصول فرآيند تحليل سلسله مراتبي بيان نموده و كليه محاسبات، قوانين و مقررات را بر اين اصول بنا نهاده است. اين اصول عبارتند از:

**اصل 1 ـ شرط معكوسي (Reciprocal Condition)**

اگر ترجيح عنصر A بر عنصر B برابر n باشد ، ترجيح عنصر B بر عنصر A برابر 1/n خواهد بود.

**اصل 2 ـ شرط همگني (Homogenity)**

عنصر A با عنصر B بايد همگن و قابل مقايسه باشند. به عبارت ديگر برتري عنصر A بر عنصر B نمي تواند بي نهايت ياصفر باشد.

**اصل 3 ـ شرط وابستگي (Dependency)**

هر عنصر سلسله مراتبي به عنصر سطح بالاتر خود مي تواند وابسته باشد و بصورت خطي اين وابستگي تا بالاترين سطح مي تواند ادامه داشته باشد.

**اصل 4 ـ شرط انتظارات (Expectations)**

اگر تغييري در ساختمان سلسله مراتبي رخ دهد فرآيند ارزيابي بايد مجدداً انجام گيرد.

**2-6-4- مزاياي فرآيند تحليل سلسله مراتبي**

 ساعتي ويژگيهاي فرآيند تحليل سلسله مراتبي را به شرح زير بيان مي‌كند.

**1 ـ يكتايي مدل (Unity) :**

 فرآيند تحليل سلسله مراتبي يك مدل ساده وانعطاف پذير و يگانه براي حل مسائل است.

**2 ـ رفع پيچيدگي (Anti Complexity) :**

فرآيند تحليل سلسله مراتبي براي حل مسائل پيچيده هم نگرش سيستمي و هم تحليل جزء به جزء را به صورت توأم بكار مي برد.

**3 ـ همبستگي و وابستگي مقابل (Interdependence) :**

فرآيند تحليل سلسله مراتبي وابستگي را به صورت خطي در نظر مي گيرد . ولي درعين حال براي حل مسائل با وابستگي‏ها ي غير خطي نيز بكار مي رود.

**4 ـ ساختار سلسله مراتبي (Hierarchy Structuring) :**

در فرآيند تحليل سلسله مراتبي، اجزاء يك سيستم درسطوح مختلف و به صورت سلسله مراتبي سازماندهي مي شوند.

**5 ـ اندازه گيري (Measurement) :**

فرآيند تحليل سلسله مراتبي مقياس را براي اندازه گيري معيارهاي كيفي ارائه مي دهد و روشي را براي برآورد اولويت‏ها پيشنهاد مي كند.

**6 ـ سازگاري (Consistency) :**

در فرآيند تحليل سلسله مراتبي، بين قضاوتهاي استفاده شده در تعيين اولويت‏ها، سازگاري منطقي وجود دارد.

**7 ـ تلفيق (Syntesis) :**

فرآيند تحليل سلسله مراتبي، در پايان مراحل،‌ رتبه نهايي هر گزينه را ارائه مي‏دهد.

**8 ـ تعادل (trade off) :**

فرايند تحليل سلسله مراتبي بين اولويت‏هاي مربوط به عامل ها در يك سيستم، تعادل برقرار مي‌كند و بهترين گزينه را پيشنهاد مي دهد.

**9 ـ قضاوت و توافق گروهي (Judgment and consensus) :**

فرآيند تحليل سلسله مراتبي مي تواند تلفيقي از قضاوتهاي مختلف را ارائه دهد.

**10 ـ تكرار فرآيند (Process Repetition) :**

فرآيند تحليل سلسله مراتبي اين امكان را به كاربر مي‌دهد تا با تغيير داده‏هاي يك مسئله، قضاوتهاي خود را بهبود دهد.

## **2-6-5- بحث در معني اهميت نسبي و ناسازگاري**

امروزه بحثهايي در مقايسه كارآيي روشهاي تصميم‌گيري چند معياره همانند AHP مطرح مي باشد. آنچه كه دراين مختصر مورد بحث مي باشد مربوط به معني عبارت ” اهميت نسبي“ است كه در تصميم‌گيريهاي چند معياره بصورت وزنهاي معيارها، مورد استفاده قرار مي­گيرد.

به تجربه ثابت شده است كه تصميم‌گيرندگان بيشتر علاقمند به پاسخ سؤالاتي هستند كه در آن مقايسه‏ صورت مي گيرد همانند ” آيا شما امنيت كار را بسيار مهمتر از حقوق در نظر مي­گيريد؟“

 اما آنچه كه بدون جواب مي­ماند ميزان بار معنايي است كه اين سؤالات با خود حمل مي­كنند. به اين معني كه:

 آيا همه تصميم‌گيرندگان معني يكساني را از سؤال برداشت مي­كنند؟

 آيا تفسيرها و برداشتهاي افراد از معني اين سؤال سازگار است؟

حتي در صورت مثبت بودن پاسخ هر يك از اين سؤالات هنوز اين ابهام باقي است كه آيا تفسير تصميم‌گيرندگان با تفسير تصريح شده در مدل مورد استفاده و عمليات رياضي مربوط به آن سازگار است يا خير. در تجربيات بدست آمده، جواب قانع كننده‏اي حاصل نشده است، با اين وجود مطالعات مويد اين نكته است كه استفاده و بكارگيري از فرآيند اصلاح پرسشنامه مي­تواند مجموعه سازگار قابل قبولي از وزنها را در مقايسات زوجي نتيجه دهد.

مفهوم ”اهميت نسبي“ به شكلي كه در AHP بكار رفته است، در نوشته‏ها و مقالات اوليه اين روش به خوبي تعريف نشده است. به همين دليل احتمال وقوع تقليل رتبه در استفاده از اين روش وجود دارد. اين تقليل رتبه بيشتر ناشي از دخالت درك شخصي از اهميت نسبي مي­باشد. تحقيقات در اين زمينه نشان داده است كه وزنهاي AHP تحت فرآيند نرمال سازي استاندارد، ‌بيانگر ”اهميت نسبي” و ”عملكرد ميانگين“ هر معيار هستند. بنابراين اگر معرفي گزينه‏هاي جديد باعث تغيير ”ارزش نسبي“ و ”عملكرد ميانگين“ شوند، در آن صورت وزنهاي معيارها براي انعكاس اين مطلب بايستي تغيير كنند، در چنين حالتي، معرفي يا حذف يك گزينه باعث تقليل رتبه نخواهد شد.

## به اين ترتيب با تركيب AHP و روش نرمالايزي كه در آن اهميت نسبي نسبت به عملكرد ماكزيمم، در هر معيار مورد پرسش واقع مي‌شود مي توان به روش اصلاح شده‏اي دست يافت.به نظر مي رسد تبعيت از تحليل فوق و فرآيند نرمال سازي نتايج سازگاري را نتيجه مي‌دهد.

با اين وجود فرآيندي كه هم از نظر تئوري و هم عملي در ذهن يك تحليل­گر خوش تعريف باشد، لزوماً توسط تصميم‌گيران به روشني قابل درك نيست. گمان بر اين است كه تحليلگران با تجربه، با وجود آنكه مفهوم وزن معيارها را براي گروه تصميم‌گيران بوضوح تغيير داده، فهم آنها را ارزيابي كرده و شروع به قضاوت كرده­‏اند، ولي تصورشان بر اين است كه بعد از مدتي ممكن است با اين امر مواجه شوند كه آنچه گروه درك كرده­است، چيزي نيست كه آنها توضيح داده‏اند، به عبارتي خوب تعريف كردن لزوماً به معني درك خوب نيست.

اما اكنون اين سؤال مطرح مي­شود كه اين مشكل چگونه قابل حل است؟ امكان ديگري كه بطور مشهودي براي رفع اين مشكل مورد جستجو است، بكارگيري فرآيندي است كه متكي به مفهوم اهميت نسبي نباشد. زيرا از يك طرف مفهوم بطور شهودي جذاب است ولي از طرف ديگر شايد در مورد وزنها لزوماً دقيق و حتي صريح نباشد. گروهي بر اين عقيده‏اند كه كل فرآيند كمي سازي اغلب غير لازم است. تصور بر اين است كه درجه‏اي از فهم حاصل از ساختار مسئله به انضمام تغيير معيارها و تعريف گزينه‏ها، ‌تصميم‌گيران را قادر مي­سازد تا قضاوتهاي كلي رضايتمندي بعمل آورند.

ازجمله تجربيات ديگر اينكه هميشه لازم نيست وزن معيارها بدقت مشخص گردد، بلكه بايستي اجازه داد تا تصميم‌گيران بطور مكرر با سيستم درگير شده، وزنهاي مختلف را جستجو نمايند تا بتوانند به يك تصميم رضايت بخش دست يابند. به هر حال يك تصميم كلي مؤثر نيازمند بكارگيري فرآيندهاي پرسشنامه‏اي است تا در عمل توسط تصميم‌گيران بخوبي درك گردد.

**2-6-6- گامهاي اصلي در فرآيند تحليل سلسله مراتبي**

فرآيند تحليل سلسله مراتبي با تجزيه مسائل مشكل و پيچيده، آنها را به شكل ساده تبديل كرده، و به حل آنها مي پردازد. به طور كلي مي توان گفت، فرآيند تحليل سلسله مراتبي بر سه گام اصلي استوار است.

***1 ـ ساختن سلسله مراتبي***

***2 ـ محاسبه وزن***

***3 ـ سازگاري سيستم***

 امروزه اين روش كاربردهاي فراواني در مسائل اقتصادي و اجتماعي پيدا كرده است و در سالهاي اخير در امور مديريتي نيز به كار رفته است.

در ادامه به تشريح هر يك از گامهاي اصلي فرآيند مي پردازيم.

**2-6-7- ساختن سلسله مراتبي**

اولين قدم در فرآيند تحليل سلسله مراتبي ، ايجاد يك نمايش گرافيكي از مسأله مي‌باشد كه در آن هدف، معيارها و گزينه‏ها نشان داده شده است.

***هدف***

***زيرمعيارها***

***گزينه‌ها***

***معيارها***

شكل 2-2- نمودار ساختار سلسله مراتبي، طرح تحقيقاتي فرايند تحليل سلسله مراتبي و كاربردهاي آن در تصميم گيري(جهاد دانشگاهي صنعتي شريف)، مرتضي رحماني، مصطفي زمانيان.

با وجود اينكه يك قاعده ثابت و قطعي براي رسم سلسله مراتبي وجود ندارد، اما متداول‏ترين روش براي ساخت يك سلسله مراتبي، مرتب كردن بر اساس هدف[[12]](#footnote-12)، معيارها[[13]](#footnote-13)، زيرمعيارها[[14]](#footnote-14) و در نهايت گزينه‏ها[[15]](#footnote-15) است.

مهمترين بخش در ساختن يك سلسله مراتبي، مشخص نمودن هدف نهايي، معيارها، زيرمعيارهاي سطوح مختلف و تشخيص ارتباطات بين آنها و نيز ارتباط آنها با گزينه‏هاست كه اشتباه در تشخيص آنها منجر به نتايج نادرستي خواهد شد.

**محاسبه وزن**

مرحله بعدي در انجام فرآيند تحليل سلسله مراتبي محاسبه وزن است. همانطور كه قبلاً گفته شد اساس فرآيند تحليل سلسله مراتبي بر مقايسات زوجي بنا نهاده شده است. در اين مقايسات، تصميم گيرندگان بر اساس جدول زير، عناصر را دوبه دو با يكديگر مقايسه مي‌كنند. ساعتي در اين جدول با نسبت دادن مقادير كمي بين 1 تا 9 مفاهيم كيفي را به مقادير كمي تبديل مي‌كند.

|  |  |
| --- | --- |
| ترجيحات | مقادير عددي |
| كاملاً مطلوبتر (Extremely Prefered) | 9 |
| مطلوبيت خيلي قوي(Very Strongly Prefered) | 7 |
| مطلوبيت قوي (Strongly Prefered) | 5 |
| كمي مطلوبتر (Moderately Prefered) | 3 |
| مطلوبيت يكسان(Equally Prefered) | 1 |
| ترجيحات بين فواصل تعيين شده فوق | 8،6،4،2 |

جدول 2-1- تبديل ترجيحات كيفي به مقادير كمي، طرح تحقيقاتي فرايند تحليل سلسله مراتبي و كاربردهاي آن در تصميم گيري(جهاد دانشگاهي صنعتي شريف)، مرتضي رحماني، مصطفي زمانيان.

در ادامه ماتريس مقايسات زوجي تشكيل مي‌شود. در ماتريس مقايسات زوجي درايه  ميزان ارجحيت عنصر i بر عنصر j را نشان مي‌دهد .

 

بديهي است در ماتريس مقايسات زوجي داريم: 

درادامه با استفاده از اين ماتريس، وزن نسبي عناصر محاسبه مي‌گردد. نكته حائز اهميت در ماتريس‏هاي مقايسات زوجي اين است كه، تصميمات انساني عمدتاً از خاصيت سازگاري برخوردار نيستند. يعني اگر ارجحيت عنصر  بر عنصر برابر  باشد و از طرفي ارجحيت عنصر  بر عنصر  برابر  باشد، لزوماً ارجحيت عنصر بر عنصر  برابر  نيست. در حالت ماتريسي مي‌توان نوشت:

 و  و  ولي 

در اين حالت بايد ميزان ناسازگاري ماتريس محاسبه گردد.

**تحليل رياضي**

در ماتريسهاي سازگار بين بردارهاي ماتريس مقايسات، وابستگي خطي وجود دارد، ولي ماتريسهاي ناسازگار مي توانند، بردارهاي ماتريس مقايسات مستقل خطي داشته باشند. براي اثبات اين ادعا فرض كنيد  نمايش سطري ماتريس مقايسات باشد، در آنصورت با توجه به تعريف :



در حالتي كه ماتريس مقايسات زوجي سازگار باشد، محاسبه وزن نسبي گزينه‏ها ساده است. در حالت كلي، وزن نسبي عناصر نسبت به ستون (يا سطر) ام طبق ماتريس زير محاسبه مي‌شود:



بعبارت ديگر مي توان گفت كه بردار وزن در هر ماتريس سازگار از نرماليزه كردن عناصر هر ستون بدست مي آيد.

 از طرف ديگر طبق تعاريف جبرخطي، مقدار ويژه ماتريس از رابطه زير بدست مي آيد.



كه در آن ماتريس مقايسات زوجي، مقدار ويژه ماتريس و  بردار وزن عناصر ماتريس است. فرض کنيد:

که در آن  ترجيح نسبي عنصر  بر عنصر  بوده و  وزن عنصر مي باشد. لذا مي‌توان نوشت:



و همچنين:



ويا طبق تعريف



مي‌توان نتيجه گرفت در ماتريسهاي سازگار، مقدار ويژه برابر طول ماتريس است. وبردار ويژه متناظر وزن يا اولويت گزينه ها خواهند بود. نكته قابل ذكر در اين قسمت اين است كه براي هر ماتريس مقايسه زوجي كه مثبت و معكوس است مي‌توان ثابت كرد:

1 ـ اگر مقادير ويژه ماتريس  باشند، مجموع مقادير آنها برابر  است : 

2 ـ بزرگترين مقدار ويژه  همواره بزرگتر يا مساوي  است و برخي ها منفي هستند.

 به عبارت ديگر مي‌توان گفت که بردار وزن در هر ماتريس سازگار از نرماليزه کردن عناصر هر ستون به دست مي‌آيد. بديهي است در اين حالت، مهم نيست كه كدام ستون نرماليزه ‌شود، زيرا همگي به جواب يكسان منجر خواهند شد. اما در ماتريسهاي ناسازگار محاسبه وزن اينگونه ساده نمي‌باشد، زيرا اگر ستونها را نرماليزه كنيم، مقادير عناصر در هر سطر يكسان نخواهد بود. روشهاي مختلفي جهت محاسبه وزن در ماتريسهاي ناسازگار وجود دارد. اما نكته مهم درباره ماتريسهاي ناسازگار، محاسبه ميزان ناسازگاري آنهاست.

در مورد هر ماتريس زوجي  كه مثبت و معكوس است مي‌توان ثابت كرد اگر عناصر ماتريس  از حالت سازگاري فاصله بگيرند، مقادير ويژه آن نيز از حالت سازگاري خود فاصله خواهند گرفت. در حالتي كه ماتريس يك ماتريس سازگار باشد، يك مقدار ويژه برابر بوده و بقيه مقادير ويژه صفر خواهند بود. (طبق قضاياي قبل ) زيرا مرتبه ماتريس برابر 1 خواهد بود.

از آنجا كه فاصله گرفتن  از  نشانه ناسازگار ي ماتريس است بنا براين تفاضل اين دو مقدار مي‌تواند معيار مناسبي براي سنجش ميزان ناسازگاري ماتريس مقايسات زوجي باشد. يعني

 شاخص ناسازگاري[[16]](#footnote-16)

اما از آنجا كه شاخص تعريف شده نبايد به  وابسته باشد آنرا بصورت زير تعريف كنيم:



مقادير شاخص ناسازگاري براي ماتريسهايي با اعداد كاملاً تصادفي محاسبه شده و در جدول زير تحت عنوان شاخص ناسازگاري ماتريس تصادفي[[17]](#footnote-17)  آمده است.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | H |
| 45/1 | 45/1 | 41/1 | 32/1 | 24/1 | 12/1 | 9/0 | 58/0 | 0 | 0 | I.I.R |

## جدول2-2- جدول شاخص ناسازگاري، روش AHP در تصميم گيري، دكتر قدسي پور

براي هر ماتريس، حاصل تقسيم شاخص ناسازگاري بر شاخص ناسازگاري ماتريس تصادفي  هم بعدش، معيار مناسبي براي قضاوت در مورد ناسازگاري مي باشد كه آنرا نرخ ناسازگاري[[18]](#footnote-18) مي‌ناميم.

ساعتي پيشنهاد مي‌كند كه اگر در يك ماتريس كوچكتر يا مساوي 1/0 باشد، سازگاري سيستم قابل قبول است و در غير اينصورت بايد در قضاوتها تجديد نظر نمود.

همانطور كه گفته شد براي محاسبه وزن نسبي عناصر در ماتريسهاي سازگار، مي‌توان از روش نرماليزه كردن استفاده نمود. اما در خصوص ماتريسهاي ناسازگار روشهاي مختلفي براي محاسبه وزن نسبي عناصر وجود دارد. برخي از اين روشها عبارتند از روش حداقل مربعات، روش حداقل مربعات لگاريتمي، روش بردار ويژه و روشهاي تقريبي مانند روش مجموع سطري، روش مجموع ستوني، روش ميانگين حسابي و روش ميانگين هندسي.

**محاسبه وزن نهايي**

وزن نهايي هر گزينه در فرآيند تحليل سلسله مراتبي از مجموع حاصلضرب اهميت معيارها و وزن گزينه‏ها، بدست مي‌آيد. زاده[[19]](#footnote-19) در مقاله خود بكارگيري روش AHP را شامل چهار مرحله اصلي بكارگيري سلسله مراتبي و طبقه بندي مساله مورد نظر، مقايسات زوجي عوامل مندرج هر سطح از سلسله مراتبي، محاسبه وزن نسبي عوامل هر سطح و در نهايت تعيين اهميت نسبي هر يك از گزينه­هاي تصميم­گيري مي­داند.

**2-6-8- معايب AHP**

يك عيب اساسي مدل AHP در كوششي كه براي مقايسات دو به دويي مورد نياز است، نهفته است. به محض اينكه اندازه سلسله مراتب افزايش مي يابد، تعداد مقايسات دو به دويي مورد نياز نيز به صورت نمايي افزايش مي يابد. مثلا اگر تعداد گزينه ها در يك ماتريس مقايسات زوجي دوبرابر شود تعداد سوالاتي كه بايد توسط كاربر پاسخ داده شود حداقل چهار برابر مي شود.

مي دانيم كه تعداد سوالات در حالتي كه ماتريس n\*n است از قرار زير است.



و اگر تعداد گزينه ها دوبرابر شود تعداد سوالات براي ماتريس 2n\*n2 است از قرار زير است.



ونسبت بين اين دو مقدار براي عبارت است از:



عيب ديگر اين مدل تكيه آن بر قضاوتهاي ذهني افراد كه بايد بصورت كمي بيان شود نهفته است. افراد اگرچه در مقام مقايسه دو گزينه بر اساس يك معيار ممكن است براحتي بتوانند گزينه مرجح خود را مشخص كنند ولي وقتي كه بخواهند ***ميزان***ترجيح خود را بيان كنند دچار مشكل و سوء تفاهم مي شوند.

**2-7- تكنيكهاي MCDM در اين تحقيق**

تکنيکهاي MODM (تصميم گيري چند هدفه) بيشتر در جايي مطرحند که ما مي خواهيم در خصوص يک متغير تصميم, به گونه اي تصميم گيري کنيم تا تمام اهداف چندگانه ما توما ودر شرايط بهينه برآورده شوند يعني يک متغير تصميم داريم و چند هدف براي برآورده شدن در چارچوب محدوديتها. اما تکنيکهاي MADM وقتي مطرحند که ما يک هدف داريم و آن رتبه بندي گزينه هاست همراه با لحاظ کردن چندين معيار. بنابر اين تکنيکهاي تصميم گيري چندهدفه, مانند برنامه ريزي هدف و تئوري مطلوبيت چندگانه و تحليل پوششي داده ها از دستور کار اين تحقيق خارج مي شوند. واما در مورد تکنيکهاي MADM , از آنجا كه در اين تحقيق عمدتا نياز به دريافت اطلاعات از طريق ماتريس مقايسات زوجي است و معيارهاي انتخاب رشته و معيارهاي انتخاب دانشگاه مستقل از يكديگرند از روشAHP استفاده خواهيم كرد و در قسمتهايي كه براي رتبه بندي بر اساس يك معيار به زيرمعيارهاي غيرمستقل مراجعه شده به علت وابستگي زيرمعيارها از روش SAW با وزن برابر استفاده خواهد شد. همچنين لازم به ذكر است كه در اين الگوريتم از برخي مدلهاي ابتكاري نيز جهت رتبه بندي استفاده مي شود كه هر كدام در جاي خود توضيح داده خواهد شد.
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